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communication techniques, but instead introduce com-
pletely new ways of organizing data capture and processing
steps. For example, the existing video calling techniques use
capture and compression, but do not incorporate 3D recon-
structions. Further, existing 3D interaction systems fail to
provide the fidelity and resource conservation offered by the
disclosed 3D conversation system.

[0036] Several implementations are discussed below in
more detail in reference to the figures. FIG. 1 is a block
diagram illustrating an overview of devices on which some
implementations of the disclosed technology can operate.
The devices can comprise hardware components of a com-
puting system 100 that implements a 3D conversation pipe-
line including capture, tag and filter, compression, decom-
pression, reconstruction, render, and display stages. This
pipeline enables communications across a network that
resemble in-person interactions, while being operable with
relatively low processing capabilities and in low bandwidth
environments. In various implementations, computing sys-
tem 100 can include a single computing device 103 or
multiple computing devices (e.g., computing device 101,
computing device 102, and computing device 103) that
communicate over wired or wireless channels to distribute
processing and share input data. In some implementations,
computing system 100 can include a stand-alone headset
capable of providing a computer created or augmented
experience for a user without the need for external process-
ing or sensors. In other implementations, computing system
100 can include multiple computing devices such as a
headset and a core processing component (such as a console,
mobile device, or server system) where some processing
operations are performed on the headset and others are
offloaded to the core processing component. Example head-
sets are described below in relation to FIGS. 2A and 2B. In
some implementations, position and environment data can
be gathered only by sensors incorporated in the headset
device, while in other implementations one or more of the
non-headset computing devices can include sensor compo-
nents that can track environment or position data.

[0037] Computing system 100 can include one or more
processor(s) 110 (e.g., central processing units (CPUs),
graphical processing units (GPUs), holographic processing
units (HPUs), etc.) Processors 110 can be a single processing
unit or multiple processing units in a device or distributed
across multiple devices (e.g., distributed across two or more
of computing devices 101-103).

[0038] Computing system 100 can include one or more
input devices 120 that provide input to the processors 110,
notifying them of actions. The actions can be mediated by a
hardware controller that interprets the signals received from
the input device and communicates the information to the
processors 110 using a communication protocol. Each input
device 120 can include, for example, a mouse, a keyboard,
a touchscreen, a touchpad, a wearable input device (e.g., a
haptics glove, a bracelet, a ring, an earring, a necklace, a
watch, etc.), a camera (or other light-based input device,
e.g., an infrared sensor), a microphone, or other user input
devices.

[0039] Processors 110 can be coupled to other hardware
devices, for example, with the use of an internal or external
bus, such as a PCI bus, SCSI bus, or wireless connection.
The processors 110 can communicate with a hardware
controller for devices, such as for a display 130. Display 130
can be used to display text and graphics. In some imple-
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mentations, display 130 includes the input device as part of
the display, such as when the input device is a touchscreen
or is equipped with an eye direction monitoring system. In
some implementations, the display is separate from the input
device. Examples of display devices are: an LCD display
screen, an LED display screen, a projected, holographic, or
augmented reality display (such as a heads-up display device
or a head-mounted device), and so on. Other /O devices 140
can also be coupled to the processor, such as a network chip
or card, video chip or card, audio chip or card, USB, firewire
or other external device, camera, printer, speakers, CD-
ROM drive, DVD drive, disk drive, etc.

[0040] Computing system 100 can include a communica-
tion device capable of communicating wirelessly or wire-
based with other local computing devices or a network node.
The communication device can communicate with another
device or a server through a network using, for example,
TCP/IP protocols. Computing system 100 can utilize the
communication device to distribute operations across mul-
tiple network devices.

[0041] The processors 110 can have access to a memory
150, which can be contained on one of the computing
devices of computing system 100 or can be distributed
across of the multiple computing devices of computing
system 100 or other external devices. A memory includes
one or more hardware devices for volatile or non-volatile
storage, and can include both read-only and writable
memory. For example, a memory can include one or more of
random access memory (RAM), various caches, CPU reg-
isters, read-only memory (ROM), and writable non-volatile
memory, such as flash memory, hard drives, floppy disks,
CDs, DVDs, magnetic storage devices, tape drives, and so
forth. A memory is not a propagating signal divorced from
underlying hardware; a memory is thus non-transitory.
Memory 150 can include program memory 160 that stores
programs and software, such as an operating system 162, 3D
conversation system 164, and other application programs
166. Memory 150 can also include data memory 170, which
can be provided to the program memory 160 or any element
of the computing system 100.

[0042] Some implementations can be operational with
numerous other computing system environments or configu-
rations. Examples of computing systems, environments,
and/or configurations that may be suitable for use with the
technology include, but are not limited to, XR headsets,
personal computers, server computers, handheld or laptop
devices, cellular telephones, wearable electronics, gaming
consoles, tablet devices, multiprocessor systems, micropro-
cessor-based systems, set-top boxes, programmable con-
sumer electronics, network PCs, minicomputers, mainframe
computers, distributed computing environments that include
any of the above systems or devices, or the like.

[0043] FIG. 2A is a wire diagram of a virtual reality
head-mounted display (HMD) 200, in accordance with some
embodiments. The HMD 200 includes a front rigid body 205
and a band 210. The front rigid body 205 includes one or
more electronic display elements of an electronic display
245, an inertial motion unit (IMU) 215, one or more position
sensors 220, locators 225, and one or more compute units
230. The position sensors 220, the IMU 215, and compute
units 230 may be internal to the HMD 200 and may not be
visible to the user. In various implementations, the IMU 215,
position sensors 220, and locators 225 can track movement
and location of the HMD 200 in the real world and in a



